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#### Abstract

In this paper we exhibit a finite element method fitting a suitable geometry naturally associated with a class of degenerate elliptic equations (usually called Grushin type equations) in a plane region, and we discuss the related error estimates.


## 1. Introduction

Let $\Omega$ denote the bounded subset of $\mathbb{R}^{2}=\mathbb{R}_{x} \times \mathbb{R}_{y}$ defined by $\left.\Omega=\right]-1,1[\times]-1,1[$, and let $\Gamma$ be its boundary. We consider the second order differential operator in divergence form in $\Omega$ defined by

$$
\begin{equation*}
\mathcal{L}=-\sum_{i, j=1}^{2} \partial_{i}\left(a_{i j}(z) \partial_{j}\right) \tag{1.1}
\end{equation*}
$$

where the coefficients $a_{i j}=a_{j i}$ are measurable real-valued functions and, for some $\nu \in(0,1)$,

$$
\begin{equation*}
\nu\left(\xi^{2}+\lambda^{2}(x) \eta^{2}\right) \leq \sum_{i, j=1}^{2} a_{i j}(z) \zeta_{i} \zeta_{j} \leq \frac{1}{\nu}\left(\xi^{2}+\lambda^{2}(x) \eta^{2}\right) \tag{1.2}
\end{equation*}
$$

for any $\zeta=\left(\zeta_{1}, \zeta_{2}\right)=(\xi, \eta)$ and $z=(x, y) \in \mathbb{R}^{2}$. Here $\lambda$ is a bounded nonnegative Lipschitz continuous function in $\mathbb{R}$. For simplicity, the reader can think of a model operator of the form

$$
\mathcal{L}_{0}=-\partial_{1}^{2}-\lambda^{2}(x) \partial_{2}^{2}
$$

Operators of this form are known as Grushin type operators, and regularity properties of the weak solutions of $\mathcal{L} u=f$ have been widely studied in the last few years: see, for instance, [FL], [X], [FS], [F], [FGuW1], [FGuW2]. Grushin operators can be viewed as (generalized) Tricomi operators for transonic fluids restricted to the subsonic region. In addition, note that every second order differential operator in divergence form on the plane with nonnegative principal part and which is not totally degenerate at any point (i.e. its quadratic form does not vanish identically at any point) can be written, after a suitable change of variables, as an operator whose principal part is a Grushin type operator (see [X] for an explicit calculation).

[^0]A fruitful approach to the study of these operators was shown (see [FL]) to consist in associating with the operator $\mathcal{L}$ a suitable (non-Riemannian) metric $d$ which is basically given by the minimum time required to pass from a given point to another along continuous curves which are piecewise integral curves of the vector fields $\pm \partial_{1}$ and $\pm \lambda \partial_{2}$ (see Definition 2.1 for a precise definition). If for instance we are interested in the Hölder continuity of the weak solutions (De Giorgi-Nash-Moser theorem) or in Harnack's inequality for positive weak solutions, then we can repeat the classical arguments developed for elliptic equations ([DG], [Mo]) by replacing the usual Euclidean balls by the so-called metric balls, i.e. by the balls of the metric $d$.

The aim of the present paper is to show that a similar geometric approach can lead to a natural finite element method for this class of operators. In fact, we shall exhibit a triangulation of a plane region by means of a family of nonisotropic triangles fitting the geometry associated with the metric $d$, in the sense that each triangle of our triangulation contains and is contained in two metric balls of comparable radii. The shape of these triangles will not be trivial to describe, since metric balls are not invariant under Euclidean translations, so that we cannot just repeat a fixed ball by translation. Analogously, there are no simple dilations enabling us to rescale our geometry or our estimates.

In a similar spirit, a finite difference method for ultraparabolic equations of Kolmogorov type has recently been developed in [MP].

We point out that our approach is not precisely an adaptive method, since, roughly speaking, the geometry is fixed a priori and it is given by our model operator $\partial_{1}^{2}+\lambda^{2}(x) \partial_{2}^{2}$, which plays the role of a Laplace-Beltrami operator for our geometry. An adaptive method might be superposed on this choice of the geometry, keeping in mind the oscillation of the coefficients (note that, in this spirit, the function $\lambda$ is not a coefficient, but a structure term).

We note explicitly that, because of the lack of ellipticity when $\lambda$ vanishes, we are forced to seek weak solutions belonging to function spaces which are larger than the usual Sobolev space $\stackrel{\circ}{H}^{1}(\Omega)$ and that are given by the completion of $C_{0}^{\infty}(\Omega)$ with respect to the norm

$$
\|u\|_{L^{2}(\Omega)}+\left\|\partial_{1} u\right\|_{L^{2}(\Omega)}+\left\|\lambda \partial_{2} u\right\|_{L^{2}(\Omega)},
$$

so that in general our weak solutions do not belong to $\stackrel{\circ}{H}^{1}(\Omega)$.
In fact, this approach has been used for a much larger class of degenerate elliptic operators, whose prototype is given by Hörmander's well known sum-of-squares operators in $\mathbb{R}^{n}$ of the form $\sum_{j=1}^{n} X_{j}^{2}$, where $X_{1}, \ldots, X_{n}$ are smooth vector fields such that the rank of the Lie algebra generated by them equals $n$ at any point. For instance, if we choose $\lambda(x)=|x|^{k}$, for some positive integer $k$, then our model operator $\partial_{1}^{2}+|x|^{2 k} \partial_{2}^{2}$ is a Hörmander operator. Since we are dealing with nonsmooth functions $\lambda$, we shall have to impose further conditions on $\lambda$ to replace this rank hypothesis (see Hypothesis (H) below).

If we try to follow the scheme of Moser's proof of the pointwise regularity of the weak solutions of $\mathcal{L} u=f$, two points appear from the beginning to play a crucial role: the fact that the metric $d$ is doubling (i.e. the volume of a metric ball of radius $2 r$ is controlled by a constant times the volume of a ball of radius $r$ having the same center), and a suitable Sobolev-Poincaré inequality on metric balls, where, on the right hand side, we have to replace the usual gradient $\nabla u$ by the 'degenerate
gradient' $\nabla_{\lambda} u=\left(\partial_{1}, \lambda \partial_{2}\right)$ associated with the operator. These inequalities contain deep information concerning the geometry associated with the metric $d$, since they show that the geometric dimension of the metric space defined by $d$ is much larger than 2 (or than $n$ in general) and, roughly speaking, it is as large as $\lambda$ is degenerate. This phenomenon has been studied in the general context of Hörmander's vector fields, and it appears clearly in a family of isoperimetric inequalities associated with a family of such vector fields (see [FGaW], [FLW], [CDG1] [CDG2], [GN], [Gr]).

Unfortunately, this dimensional phenomenon affects our error estimates negatively. Indeed, first of all, we do not have any Sobolev imbedding theorem to control the pointwise values of a weak solution in the interpolation operator by means of some higher Sobolev norm, as in the elliptic case. Roughly speaking, this estimate is possible for a function $u \in H^{s}\left(\mathbb{R}^{n}\right)$ if $n<2 s$, and, as we pointed out before, the dimension of $(\Omega, d)$ is in general much higher than 2 . Nevertheless, it is possible to bypass this difficulty, but the same dimensional phenomenon appears again in the numerical approximation, since, corresponding to a mesh of $N$ points, we find in the error estimate a factor $N^{-1 /(2 \gamma+2)}$, where $\gamma \geq 0$ and $\gamma+2$ is basically the geometric dimension of $(\Omega, d)$ (all these quantities will be defined formally later). In other words, a large number of triangles is required to obtain small errors, much larger than in the elliptic case, and larger and larger as $\lambda$ becomes 'flat' at the points where it vanishes, so that our approximation converges, but the rate of convergence is affected by the order of degeneration of the function $\lambda$. Then, it is necessary to take this phenomenon into account when we compare our numerical results with those we can obtain just by running numerical elliptic procedures outside of any theoretical scheme. Indeed, this naïve approach gives locally good results away from the zeros of $\lambda$ (since the operator $\mathcal{L}$ is locally elliptic in these regions). Note that, as we shall discuss later by means of numerical examples, our error estimates are sharp.

In Section 2 we characterize the geometry associated to a given class of operators, in Section 3 we set up the general framework for a finite element method fitting the given geometry, in Section 4 we prove error estimates and in Section 5 we discuss the algorithmic implementation of the method, and we show, by means of a suitable choice of the right hand side of the equation, that - as we can expect - the error estimate in the energy norm can be better than the error we obtain by using a standard mesh, or even an adaptive one (but we stress again that the use of a standard mesh has no justification, since there are solutions which do not belong to the usual Sobolev space $H^{1}(\Omega)$ ). In addition, we exhibit numerical examples showing that our error estimate is optimal. This will be done by analyzing the error (in the energy norm associated with the operator) when the data have been chosen in such a way that the solution does not belong to the usual Sobolev space.

## 2. Preliminaries

Through this paper we will denote a generic point in $\mathbb{R}^{2}$ by $z=(x, y)$. In the sequel, we will assume that the function $\lambda$ satisfies the following assumption:
Hypothesis (H). There exists a positive constant $c_{1}$ such that, for any compact interval $I \subseteq \mathbb{R}$,

$$
0<c_{1} \max _{I} \lambda \leq \frac{1}{|I|} \int_{I} \lambda(x) d x \leq \max _{I} \lambda
$$

where $|I|$ denotes the Lebesgue measure of $I$.

This condition is called the $R H_{\infty}$ condition in [F] and [FGuW1], and it implies basically that $\lambda$ is not flat where it vanishes. For instance, if $p$ is any polynomial in $x_{1}$, then $\lambda\left(x_{1}\right)=\left|p\left(x_{1}\right)\right|^{\alpha}(\alpha \geq 1)$ belongs to $R H_{\infty}$. Indeed, by rescaling, we can reduce ourselves to proving that $\max _{[0,1]}|q|^{\alpha} \approx \int_{0}^{1}|q(x)|^{\alpha} d x$ when $q$ is a polynomial of degree $\leq m, m$ fixed. But both $\max _{[0,1]}|q|$ and $\left(\int_{0}^{1}|q(x)|^{\alpha} d x\right)^{1 / \alpha}$ are norms on the finite-dimensional linear space of all polynomials of degree $\leq m$, and so they are equivalent. For some comments concerning the intrinsic geometric meaning of $R H_{\infty}$, see also [CF].

Let us recall now the definition of the metric associated with a family of vector fields $\left\{\lambda_{1} \partial_{1}, \ldots, \lambda_{n} \partial_{n}\right\}$ (see [FP], [FL], [NSW]) and the main results we will need through this paper.

The distance we shall define is sometimes called Carnot-Carathéodory distance, or control distance: indeed, it arises naturally in many optimal control probles (see, e.g., recent accounts in [J]).

Definition 2.1. We say that an absolutely continuous curve $\gamma:[0, T] \rightarrow \mathbb{R}^{2}$ is a sub-unit curve if for any $\zeta=(\xi, \eta) \in \mathbb{R}^{2}$,

$$
\langle\dot{\gamma}(t), \zeta\rangle^{2} \leq|\xi|^{2}+\lambda^{2}(\gamma(t))|\eta|^{2}
$$

for a.e., $t \in[0, T]$ (note that to simplify our notation we have considered $\lambda$ here as a function of $z \in \mathbb{R}^{2}$ ). If $z_{1}, z_{2} \in \mathbb{R}^{2}$, we put

$$
\begin{gathered}
d\left(z_{1}, z_{2}\right)=\inf \left\{T>0 ; \text { there exists a sub-unit curve } \gamma:[0, T] \rightarrow \mathbb{R}^{2}\right. \\
\text { such that } \left.\gamma(0)=z_{1}, \gamma(T)=z_{2}\right\}
\end{gathered}
$$

By the assumption (H), $d\left(z_{1}, z_{2}\right)<\infty$ for any $z_{1}, z_{2} \in \mathbb{R}^{2}$, and hence it is a metric. To prove this, we will need only to prove that we can connect each pair of points $z_{1}=\left(x_{1}, y_{1}\right)$ and $z_{2}=\left(x_{2}, y_{2}\right)$ by means of a sub-unit curve. Arguing as in [FL] and [F], it is easy to see that we can reduce ourselves to the case $x_{1}=x_{2}$ and $\lambda\left(x_{1}\right)=0$. But in that case we note that, by hypothesis $(\mathrm{H})$, the function $s \rightarrow \lambda\left(x_{1}+s\right)$ cannot vanish identically on $(0, t)$ for any $t>0$. Thus, it is enough to move away from $z_{1}$ along the segment $s \rightarrow\left(x_{1}+s, y_{1}\right)$ (which is a sub-unit curve), until we reach a point ( $\bar{x}, y_{1}$ ) such that $\lambda(\bar{x})>0$, and then we can 'climb along a vertical' segment up to the point ( $\bar{x}, y_{2}$ ) because $s \rightarrow\left(\bar{x}, y_{1}+s\right)$ is also a sub-unit curve. Finally, by repeating backward the previous 'horizontal' segment at the level $y=y_{2}$, we can achieve the proof.

Let us now introduce a function which will play a key role in the description of the metric balls relatives to $d$.

If $z=(x, y) \in \mathbb{R}^{2}$ and $r>0$, put

$$
\begin{equation*}
F(z, r)=F(x, r)=\int_{x}^{x+r} \lambda(s) d s \tag{2.1}
\end{equation*}
$$

We shall see later (Theorem 2.3) that $r$ and $F(x, r)$ are respectively the sizes of a metric ball in the directions of the coordinate axis.

In what follows we will say that a constant $c \geq 0$ is a geometric constant if it depends on the constant $c_{1}$ of Hypothesis (H) and on $\sup \lambda$. To avoid cumbersome notation, at many points we will denote by the same letter $c$ different geometric constants.

We have:
Proposition 2.2 ([FGuW1, Proposition 2.5]). Suppose hypothesis (H) holds. Then for any point $z_{0}=\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$ there exist a neighborhood $\mathcal{U}$ of $z_{0}$ and a geometric constant $\gamma \geq 0$ such that
(i) $F(z, \theta t) \geq c \theta^{1+\gamma} F(z, t), 0<\theta<1$;
(ii) $F^{-1}(z, \theta t) \leq c \theta^{1 /(1+\gamma)} F(z, t), 0<\theta<1$;
(iii) $F(z, \theta t) \leq c \theta F(z, t), 0<\theta<1$;
(iv) if $d\left(z_{1}, z_{2}\right)<c t$, then $F\left(z_{1}, t\right) \sim F\left(z_{2}, t\right)$,
for $0<t<t_{0}$ and $z \in \mathcal{U}$, where $c$ is a geometric constant.
In particular, the following crucial inequality follows from (i):

$$
\begin{equation*}
\int_{0}^{t} \lambda(x+s \xi) d s \geq c t^{1+\gamma} \tag{2.2}
\end{equation*}
$$

for any $z=(x, y) \in \mathcal{U}, \xi \in S_{0}=\left\{\xi \in \mathbb{R}:\left|\xi-\xi_{0}\right| \leq \delta\right\} \subset[-1,1] \backslash\{0\}$ and $t \in\left(0, t_{0}\right)$.
We observe that, because of Proposition 2.2 (ii), the following doubling property holds:

$$
\begin{equation*}
F(z, r) \leq F(z, 2 r) \leq c F(z, r) \tag{2.3}
\end{equation*}
$$

for any $z \in \mathcal{U}$, and $r<r_{0}, r_{0}$ and $c$ being geometric constants.
We can now combine Proposition 2.2 above with the characterization of the $d$ balls given in [F], Theorem 2.3. The following theorem contains the description of the geometry given by $d$.
Theorem 2.3. Let the assumption (H) be satisfied. Then:
(i) $d\left(z_{1}, z_{2}\right)<\infty$ for any $z_{1}, z_{2} \in \mathbb{R}^{2}$, and hence $d$ is a metric.
(ii) If we denote by $B(z, r)$ the d-ball centered at $z$ and of radius $r$ (i.e. $B(z, r)=$ $\left.\left\{z^{\prime} \in \mathbb{R}^{2} ; d\left(z, z^{\prime}\right)<r\right\}\right)$, then there exist two geometric constants $t_{1}>0$ and $b>1$ such that, for any $z_{0} \in \mathbb{R}^{2}$ and $t \in\left(0, t_{1}\right)$, we have

$$
\begin{equation*}
Q\left(z_{0}, t / b\right) \subseteq B\left(z_{0}, t\right) \subseteq Q\left(z_{0}, b t\right) \tag{2.4}
\end{equation*}
$$

where, for any $r>0$,

$$
Q\left(z_{0}, r\right)=\left\{z=(x, y) \in \mathbb{R}^{2}:\left|x-x_{0}\right|<r \text { and }\left|y-y_{0}\right|<F\left(z_{0}, r\right)\right\} .
$$

(iii) There exist two geometric constants $A>0$ and $r_{0}>0$ such that

$$
\begin{equation*}
|B(z, 2 r)| \leq A|B(z, r)| \tag{2.5}
\end{equation*}
$$

for any $z \in \mathcal{U}$ and $r \in\left(0, r_{0}\right)$, i.e. the metric space $\left(\mathbb{R}^{2}, d\right)$ is a space of homogeneous type with respect to Lebesgue measure.
(iv) If $\theta>0$, then.

$$
\begin{equation*}
c_{1}(\theta)|B(z, r)| \leq|B(z, \theta r)| \leq c_{2}(\theta)|B(z, r)| \tag{2.6}
\end{equation*}
$$

for any $z \in \mathcal{U}$ and $r<r_{0}$ and for some suitable constants $c_{1}(\theta)$ and $c_{2}(\theta)$ which are geometric constants, except for the dependence on $\theta$.
Throughout this paper, we will denote by $\nabla_{\lambda}=\left(\partial_{1}, \lambda \partial_{2}\right)$ the degenerate gradient associated with the operator $\mathcal{L}$, and we will put

$$
\begin{equation*}
\left|\nabla_{\lambda} u\right|^{2}=\left|\partial_{1} u\right|^{2}+\lambda^{2}(x)\left|\partial_{2} u\right|^{2} \tag{2.7}
\end{equation*}
$$

Moreover, we will denote by $H_{\lambda}^{1}(\Omega)$ the degenerate Sobolev space associated with $\nabla_{\lambda}$, i.e. the set of $u \in L^{2}(\Omega)$ such that

$$
\partial_{1} u \in L^{2}(\Omega), \quad \lambda \partial_{2} u \in L^{2}(\Omega),
$$

endowed with the natural norm

$$
\begin{equation*}
\|u\|_{H_{\lambda}^{1}(\Omega)}^{2}=\|u\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{1} u\right\|_{L^{2}(\dot{\Omega})}^{2}+\left\|\lambda \partial_{2} u\right\|_{L^{2}(\Omega)}^{2} \tag{2.8}
\end{equation*}
$$

We note that a Meyers-Serrin type theorem holds for these spaces, i.e.

$$
\mathbf{C}^{\infty}(\Omega) \cap H_{\lambda}^{1}(\Omega) \text { is dense in } H_{\lambda}^{1}(\Omega)
$$

(see [Fr], [FSSC] and [GN]). Therefore, it will be natural to denote by $\stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$ the closure of $C_{0}^{\infty}(\Omega)$ in $H_{\lambda}^{1}(\Omega)$.

Hypothesis (H) implies suitable forms of classical Sobolev-Poincaré inequalities, where, as we pointed out in the Introduction, the constant $\gamma$ in Proposition 2.2 plays the role of a dimension: see for instance [F] and [FGuW1]. However, what we need here is only a simple form of this inequality, which states that the $L^{2}$-norm of a compactly supported function in $\Omega$ can be controlled by the $L^{2}$-norm in $\Omega$ of its degenerate gradients, which is therefore equivalent to the norm in $H_{\lambda}^{1}(\Omega)$ (see, e.g., [F], Theorem 4.7).

Theorem 2.4. Suppose Hypothesis (H) holds; then there exists a geometric constant $c>0$ such that

$$
\int_{\Omega}|u|^{2} d z \leq c \int_{\Omega}\left|\nabla_{\lambda} u\right|^{2} d z
$$

for all $u \in \stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$.
Note that Theorem 2.4 implies that, if $u \in \stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$, then

$$
\begin{equation*}
\|u\|_{L^{2}(\Omega)} \leq c\left\|\nabla_{\lambda} u\right\|_{L^{2}(\Omega)} \tag{2.9}
\end{equation*}
$$

so that the quadratic form

$$
\mathcal{A}(u, u)=\int_{\Omega}\left|\nabla_{\lambda} u\right|^{2} d z
$$

associated with the operator $\mathcal{L}$ is coercive on $\stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$.
We can now state the main result concerning the Dirichlet problem for $\mathcal{L}$ in $\Omega$.
Theorem 2.5. Let $f_{0}, f=\left(f_{1}, f_{2}\right)$ be such that $f_{0},|f| \in L^{2}(\Omega)$. Then there exists a unique $u \in \stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$ solution of the Dirichlet problem

$$
(P)\left\{\begin{array}{l}
\mathcal{L} u=-\operatorname{div}_{\lambda} f+f_{0} \quad \text { in } \Omega  \tag{2.10}\\
u=0 \quad \text { on } \Gamma
\end{array}\right.
$$

where $\operatorname{div}_{\lambda} f=\partial_{1} f_{1}+\lambda \partial_{2} f_{2}$, in the sense that

$$
\mathcal{A}(u, \varphi)=\int_{\Omega}\left\{\partial_{1} u \partial_{1} \varphi+\lambda^{2} \partial_{2} u \partial_{2} \varphi\right\} d z=\int_{\Omega}\left\{f_{1} \partial_{1} \varphi+f_{2} \partial_{2} \varphi+f_{0} \varphi\right\} d z=L_{f}(\varphi)
$$

for any $\varphi \in C_{0}^{\infty}(\Omega)$.
The proof follows straightforwardly by standard arguments from the LaxMilgram theorem because of our Poincaré inequality (Theorem 2.4).

Arguing as in [F] and in [FS], Theorems 5.11 and 6.4 respectively, we can prove the following result.
Theorem 2.6. If $f_{0},|f| \in L^{p}$ for $p>p_{0}=p_{0}(\lambda)$, then the solution $u$ of $(P)$ is Hölder continuous in $\bar{\Omega}$.

## 3. Finite element method

Let us start by constructing a triangulation of $\Omega$ which fits the geometry associated with the operator. Note that the parameter $n$ which will be considered from now on has nothing to do with the dimensionality of the space, which is fixed and equal to 2 .

Theorem 3.1. For any $n>0$ there exists a finite decomposition $\mathcal{T}_{n}$ of the domain

$$
\bar{\Omega}=\bigcup_{K \in \mathcal{I}_{n}} K
$$

where
(i) each $K$ is a compact triangle with nonempty interior $\operatorname{Int}(K)$;
(ii) $\operatorname{Int}\left(K_{1}\right) \cap \operatorname{Int}\left(K_{2}\right)=\emptyset$ for distinct $K_{1}, K_{2} \in \mathcal{T}_{n}$;
(iii) if $F=K_{1} \cap K_{2} \neq \emptyset$, where $K_{1}$ and $K_{2}$ are distinct elements of $\mathcal{T}_{n}$, then $F$ must be a side for both $K_{1}$ and $K_{2}$ or a vertex for both $K_{1}$ and $K_{2}$ (this means that no vertex of one triangle lies on the edge of another triangle);
(iv) for any $K \in \mathcal{T}_{n}$ there exist $\bar{z}_{K}, \overline{\bar{z}}_{K} \in \mathbb{R}^{2}$ and $\bar{r}_{K}, \overline{\bar{r}}_{K}>0$ such that

$$
B\left(\bar{z}_{K}, \bar{r}_{K}\right) \subseteq K \subseteq B\left(\overline{\bar{z}}_{K}, \overline{\bar{r}}_{K}\right), \quad 0<c \leq \frac{\bar{r}_{K}}{\overline{\bar{r}}_{K}} \leq C
$$

$c$ and $C$ being geometric constants;
(v) $\sup _{K} \bar{r}_{K} \leq$ const $n^{-1 /(1+\gamma)}$, where $\gamma$ is the constant appearing in Proposition 2.2.

Proof. Let us start by constructing the vertices of our triangulation in the set $\bar{\Omega}^{+}$ where $x \geq 0, y \geq 0$. By reflection across the axes we will obtain all the vertices of the triangulation.

First, let us choose $\alpha>0$ such that $\alpha \int_{0}^{1} \lambda(s) d s=1$. Without loss of generality, we can assume that the constant $c_{1}$ in Hypothesis $(\mathrm{H})$ is such that $\alpha c_{1}<1$, and let $\delta_{0}, \delta_{1}, \ldots, \delta_{n}$ be chosen so that

$$
\begin{equation*}
\delta_{0}=0, \quad \alpha \int_{\delta_{j}}^{\delta_{j+1}} \lambda(s) d s=\frac{1}{n} \quad \text { for } \quad j=0,1, \ldots, n-1 \tag{3.1}
\end{equation*}
$$

This choice is always possible by putting $\Lambda(t)=\int_{0}^{t} \lambda(s) d s$ (which is strictly increasing by Hypothesis (H)) and

$$
\begin{equation*}
\delta_{j}=\Lambda^{-1}\left(\frac{j}{\alpha n}\right), \quad j=1, \ldots, n \tag{3.2}
\end{equation*}
$$

Then we can consider the triangulation of $\bar{\Omega}^{+}$given by the family of nodes

$$
\left(\delta_{j}, \frac{k}{n}\right), \quad j=0, \ldots, n ; \quad k=0, \ldots, n .
$$

Note that the nodes

$$
\left(\delta_{n}, \frac{k}{n}\right), \quad k=0, \ldots, n
$$

and

$$
\left(\delta_{j}, \frac{n}{n}\right), \quad j=0, \ldots, n
$$

belong to $\Gamma$. From the above construction it is clear that $N \sim n^{2}$, where $N$ is the number of nodes in the triangulation.

It is easy to see that the triangulation associated with this family of nodes satisfies (i)-(iii).

Let us prove (iv). To this end, let $K$ be a triangle of $\mathcal{T}_{n}$. Its vertices will be of the following forms: either

$$
\left(\delta_{j}, \frac{k}{n}\right), \quad\left(\delta_{j+1}, \frac{k}{n}\right), \quad\left(\delta_{j+1}, \frac{k \pm 1}{n}\right), \quad j=0, \ldots, n-1, \quad k=0, \ldots, n-1
$$

or

$$
\left(\delta_{j}, \frac{k}{n}\right), \quad\left(\delta_{j+1}, \frac{k}{n}\right), \quad\left(\delta_{j}, \frac{k \pm 1}{n}\right), \quad j=0, \ldots, n-1, \quad k=0, \ldots, n-1
$$

For simplicity, let us consider only the case with $K$ given by the vertices

$$
\begin{equation*}
P_{1}=\left(\delta_{j}, \frac{k}{n}\right), \quad P_{2}=\left(\delta_{j+1}, \frac{k}{n}\right), \quad P_{3}=\left(\delta_{j}, \frac{k+1}{n}\right) . \tag{3.3}
\end{equation*}
$$

Set $\overline{\bar{z}}_{K}=\left(\delta_{j}, \frac{k}{n}\right)$ and $\tilde{r}_{K}=\max \left\{\frac{\alpha}{c_{1}}, 1\right\} \cdot\left(\delta_{j+1}-\delta_{j}\right)$, where $c_{1}$ is the constant of Hypothesis (H). We have

$$
\begin{aligned}
F\left(\overline{\bar{z}}_{K}, \tilde{r}_{K}\right) & =\int_{\delta_{j}}^{\delta_{j}+\tilde{r}_{K}} \lambda(s) d s \geq c_{1} \tilde{r}_{K} \max _{\left[\delta_{j}, \delta_{j}+\tilde{r}_{K}\right]} \lambda \\
& \geq \alpha\left(\delta_{j+1}-\delta_{j}\right) \max _{\left[\delta_{j}, \delta_{j+1}\right]} \lambda \\
& \geq \alpha \int_{\delta_{j}}^{\delta_{j+1}} \lambda(s) d s=\frac{1}{n}=\frac{k+1}{n}-\frac{k}{n},
\end{aligned}
$$

so that:

$$
\begin{equation*}
K \subseteq Q\left(\overline{\bar{z}}_{K}, \tilde{r}_{K}\right) \subseteq B\left(\overline{\bar{z}}_{K}, b \tilde{r}_{K}\right) \tag{3.4}
\end{equation*}
$$

and hence the second inclusion in (iv) is proved with $\overline{\bar{r}}_{K}=b \tilde{r}_{K}$. To prove the first inclusion, set

$$
\bar{z}_{K}=\left(\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right), \frac{k+\theta}{n}\right), \quad \tilde{r}_{K}=\varepsilon\left(\delta_{j+1}-\delta_{j}\right)
$$

where $\theta, \varepsilon \in(0,1)$ are fixed constants such that $\theta+\varepsilon<1 /\left(1+\frac{1}{c_{1} \alpha}\right), \quad \varepsilon<c_{1} \alpha \theta$.
Let us prove that $Q\left(\bar{z}_{K}, \tilde{r}_{K}\right) \subset K$, so that, by Theorem 2.3, we can choose $\bar{r}_{K}=\tilde{r}_{K} / b$. To this end, it will be enough to show that:
(a) the vertex $\left(\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right)+\varepsilon\left(\delta_{j+1}-\delta_{j}\right), \frac{k+\theta}{n}+F\left(\bar{z}_{K}, \tilde{r}_{K}\right)\right)$ lies below the line $z_{2}=\frac{1}{n\left(\delta_{j+1}-\delta_{j}\right)}\left\{-z_{1}+k\left(\delta_{j+1}-\delta_{j}\right)+\delta_{j+1}\right\}=\psi\left(z_{1}\right)$ (which connects $P_{2}$ and $P_{3}$ ),
(b) the vertex $\left(\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right)-\varepsilon\left(\delta_{j+1}-\delta_{j}\right), \frac{k+\theta}{n}-F\left(\bar{z}_{K}, \tilde{r}_{K}\right)\right)$ lies above the line $z_{2}=\frac{k}{n}$ (which connects $P_{1}$ and $P_{2}$ ), and
(c) the vertex $\left(\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right)-\varepsilon\left(\delta_{j+1}-\delta_{j}\right), \frac{k+\theta}{n}-F\left(\bar{z}_{K}, \tilde{r}_{K}\right)\right)$ lies on the right of the line $z_{1}=\delta_{j}$ (which connects $P_{1}$ and $P_{3}$ ).

Indeed:
(a)

$$
\begin{aligned}
\frac{k+\theta}{n} & +F\left(\bar{z}_{K}, \tilde{r}_{K}\right)=\frac{k+\theta}{n}+\int_{\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right)}^{\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right)+\varepsilon\left(\delta_{j+1}-\delta_{j}\right)} \lambda(s) d s \\
& \leq \frac{k+\theta}{n}+\varepsilon\left(\delta_{j+1}-\delta_{j}\right)_{\left[\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right), \delta_{j}+(\theta+\varepsilon)\left(\delta_{j+1}-\delta_{j}\right)\right]} \lambda \\
& \leq \frac{k+\theta}{n}+\varepsilon\left(\delta_{j+1}-\delta_{j}\right) \max _{\left[\delta_{j}, \delta_{j+1}\right]} \lambda \\
& \left(\text { since } \delta_{j+1}-\delta_{j}>0 \text { and } \theta+\varepsilon<1\right) \\
& \leq \frac{k+\theta}{n}+\frac{\varepsilon}{c_{1}} \int_{\delta_{j}}^{\delta_{j+1}} \lambda(s) d s \\
& (\text { by Hypothesis }(\mathrm{H})) \\
& =\frac{k+\theta}{n}+\frac{\varepsilon}{\alpha c_{1} n}<\frac{1}{n}(1-\theta-\varepsilon+k) \\
& \left(\text { since } 2<1+\frac{1}{c_{1} \alpha}\right) \\
& =\psi\left(\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right)+\varepsilon\left(\delta_{j+1}-\delta_{j}\right)\right) .
\end{aligned}
$$

(b)

$$
\begin{aligned}
\frac{k+\theta}{n}-F\left(\bar{z}_{K}, \tilde{r}_{K}\right) \geq & \frac{k+\theta}{n}-\frac{\varepsilon}{\alpha c_{1} n} \\
& \text { (arguing as above) } \\
& =\frac{k}{n}+\frac{1}{n}\left(\theta-\frac{\varepsilon}{\alpha c_{1}}\right)>\frac{k}{n} .
\end{aligned}
$$

(c) $\delta_{j}+\theta\left(\delta_{j+1}-\delta_{j}\right)-\varepsilon\left(\delta_{j+1}-\delta_{j}\right)>\delta_{j}$, since $\varepsilon<c_{1} \alpha \theta<\theta$.

To achieve the proof of (iv), we note that both $\bar{r}_{K}$ and $\overline{\bar{r}}_{K}$ are given by a geometric constant times $\delta_{j+1}-\delta_{j}$, so that assertion (iv) is completely proved.

On the other hand, by (3.1) and (2.2),

$$
\frac{1}{\alpha n}=\int_{\delta_{j}}^{\delta_{j+1}} \lambda(s) d s=\xi_{0} \int_{0}^{\left(\delta_{j+1}-\delta_{j}\right) / \xi_{0}} \lambda\left(\delta_{j}+s \xi_{0}\right) d s \geq c\left(\xi_{0}\right)\left(\delta_{j+1}-\delta_{j}\right)^{1+\gamma}
$$

and then (v) is proved.
We can proceed now in a standard way by defining a finite dimensional space $V_{n}$ in the following way: Let $P_{1}, \ldots, P_{N}, N=N(n)$ be the nodes of $\mathcal{T}_{n}$ which belong to $\operatorname{Int}(\Omega)$. We consider the set $\Phi_{n}$ of all continuous piecewise linear functions $\varphi_{j}, j=1, \ldots, N$, such that

$$
\begin{equation*}
\varphi_{j} \equiv 0 \text { on } \Gamma \quad \text { and } \quad \varphi_{j}\left(P_{i}\right)=\delta_{i j}, \quad i=1, \ldots, N \tag{3.5}
\end{equation*}
$$

and we denote by $V_{n}$ the linear space generated by $\Phi_{n}$.
Lemma 3.2. $V_{n} \subset \stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$ for $n \geq 1$
Proof. It is enough to note that $V_{n} \subset \stackrel{\circ}{H}^{1}(\Omega) \subset \stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$.

A function $v_{n} \in V_{n}$ now has the representation

$$
\begin{equation*}
v_{n}(z)=\sum_{i=1}^{N} v_{n}\left(P_{i}\right) \varphi_{i}(z) \tag{3.6}
\end{equation*}
$$

and our Dirichlet problem can be approximated by the following one.
Find $u_{n} \in V_{n}$ such that

$$
\begin{equation*}
\left(P_{n}\right) \quad A\left(u_{n}, v_{n}\right)=L_{f}\left(v_{n}\right) \quad \forall v_{n} \in V_{n} . \tag{3.7}
\end{equation*}
$$

As in the elliptic theory, the above problem can be solved by solving an $N \times N$ linear system of equations whose stiffness matrix has elements given by

$$
\left(a\left(\varphi_{i}, \varphi_{j}\right)\right)_{i, j=1, \ldots, N}
$$

We will see in Section 5 a discussion of a numerical solution of this problem.
Again as in the classical theory, we can define an interpolation operator $\Pi_{n}: \mathbf{C}^{0}(\bar{\Omega}) \rightarrow V_{n}$ as follows:

$$
\begin{equation*}
\Pi_{n}(v)=\sum_{i=1}^{N} v\left(P_{i}\right) \varphi_{i} \tag{3.8}
\end{equation*}
$$

## 4. Error estimate

Suppose now that $f=\left(f_{1}, f_{2}\right)$ belongs to $L^{p}(\Omega)$ with $p>p_{0}$ as in Theorem 2.6, so that the solution $u$ of the Dirichlet problem (2.10) is continuous on $\bar{\Omega}$.

We will follow the classical Galerkin approximation scheme (see [QV], 6.2.1). This technique provides us with an error estimate giving the rate of convergence of the approximate solutions $u_{n}$ to $u$ in the norm of the space of weak solutions $H_{\lambda}^{1}(\Omega)$. It must be noticed that this error estimate is optimal, as will be clear from the numerical results reported in Section 5. As in the usual elliptic case, the error estimates rely on $L^{2}$ estimates of the second derivatives of $u$; however, because of the lack of ellipticity when $x=0$, we cannot expect usual $H^{2}$ estimates to hold, but, in the spirit of our approach, if we denote by $X_{1}, X_{2}$ the vector fields $\partial_{1}$ and $\lambda(x) \partial_{2}$ respectively, our second order degenerate Sobolev space $H_{\lambda}^{2}(\Omega)$ will consist of these $u \in H_{\lambda}^{1}(\Omega)$ such that each monomial $X_{i} X_{j} u$ belongs to $L^{2}(\Omega)$ for $i, j=1,2$, endowed with its natural norm.

Unfortunately, the corresponding estimates up to the boundary seem rather hard to obtain. Nevertheless, if we restrict ourselves to a diagonal operator of the form

$$
\mathcal{L}_{0}=-\partial_{1}^{2}-\lambda^{2}(x) \partial_{2}^{2}
$$

where $\lambda$ is a $\mathbf{C}^{0,1}$ function satisfying Hypothesis (H), these boundary estimates can be deduced from analogous interior estimates.

For instance, if $\lambda^{2}=\mu^{2}$, where $\mu$ is a smooth function such that $\mu^{(m)}(0) \neq 0$ for some $m>0$, then these a priori interior estimates for second order 'derivatives' hold as a particular case of a deep result of Rotschild and Stein ([RS]). Note that if $\lambda$ has such a form, then Hypothesis (H) is automatically satisfied (see below). For instance, the prototype Grushin operator corresponding to $\lambda(x)=|x|^{\gamma}$ satisfies this assumption when $\gamma \in \mathbb{N}$ (note that the choice of the symbol $\gamma$ for the exponent is not casual here, since it is consistent with (2.2)).

Let us start with the following general result that does not rely on any particular structure of $\mathcal{L}$.

Theorem 4.1. Suppose $\lambda$ is $a \mathbf{C}^{0,1}$ function satisfying Hypothesis (H) such that $\lambda^{2} \in \mathbf{C}^{1,1}$, its zeros are isolated and belong to $\operatorname{Int}(\Omega)$, and that $\left(\lambda^{2}\right)^{\prime \prime} \geq 0$ in a neighborhood of these zeros. If $f \in L^{\infty}(\Omega)$, then there exists a unique $u \in$ $\stackrel{\circ}{H}_{\lambda}^{1}(\Omega) \cap \mathbf{C}^{0, \sigma}(\bar{\Omega})$ for some $\sigma \in(0,1)$ such that

$$
\mathcal{L} u=f \quad \text { in } \Omega .
$$

If in addition $X_{i} X_{j} u \in L^{2}(\Omega)$ for $i, j=1,2$ (where $X_{1}=\partial_{1}, X_{2}=\lambda(x) \partial_{2}$ ), then the Galerkin approximations $u_{n} \in V_{n}$ defined by (3.7) converge to $u \in \stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$ as $n \rightarrow \infty$ and the following error estimate holds:

$$
\left\|u-u_{n}\right\|_{H_{\lambda}^{1}(\Omega)} \leq B n^{-1 /(1+\gamma)}
$$

where $B$ depends on $\|f\|_{L^{2}(\Omega)}$ and on $\left\|X_{i} X_{j} u\right\|_{L^{2}(\Omega)}, i, j=1,2$.
Remark. Suppose in addition we know that for any $f \in L^{2}(\Omega)$ we have $u \in H_{\lambda}^{2}(\Omega) \cap$ $\stackrel{\circ}{H_{\lambda}^{1}}(\Omega)$. This implies that the map $u \rightarrow \mathcal{L} u$ is a bijection from $H_{\lambda}^{2}(\Omega) \cap \stackrel{\circ}{H_{\lambda}^{1}}(\Omega)$ onto $L^{2}(\Omega)$, and hence, by the closed graph theorem, the following a priori estimate holds:

$$
\sum_{i, j=1}^{2}\left\|X_{i} X_{j} u\right\|_{L^{2}(\Omega)} \leq C\|f\|_{L^{2}(\Omega)}
$$

If such an estimate holds, then the error estimate can be written in the form

$$
\left\|u-u_{n}\right\|_{H_{\lambda}^{1}(\Omega)} \leq B n^{-1 /(1+\gamma)}\|f\|_{L^{2}(\Omega)}
$$

where $B$ is a geometric constant.
Proof of Theorem 4.1. First of all we notice that $f \in \bigcap_{p \geq 1} L^{p}(\Omega)$, and hence $u \in$ $\stackrel{\circ}{H}_{\lambda}^{1}(\Omega) \cap \mathbf{C}^{0, \sigma}(\bar{\Omega})$ for some $\sigma \in(0,1)$ by Theorem 2.6.

Without loss of generality, we may assume that $\lambda(0)=0$ and $\lambda(x)>0$ if $x \neq 0$. Moreover, we can assume that $\lambda\left(x^{\prime}\right) \geq \lambda\left(x^{\prime \prime}\right)$ for $0 \leq x^{\prime \prime} \leq x^{\prime}$ and $\lambda\left(x^{\prime}\right) \leq \lambda\left(x^{\prime \prime}\right)$ for $x^{\prime \prime} \leq x^{\prime} \leq 0$. As in [QV], Theorem 5.2.1, there exist $B_{1}, B_{2}>0$, depending only on $\nu$ and the constant $c$ of (2.9), such that

$$
\begin{gather*}
\left\|u_{n}\right\|_{H_{\lambda}^{1}(\Omega)} \leq B_{1}\|f\|_{L^{2}(\Omega)},  \tag{4.1}\\
\left\|u_{n}-u\right\|_{H_{\lambda}^{1}(\Omega)} \leq B_{2} \inf _{v_{n} \in V_{n}}\left\|u-v_{n}\right\|_{H_{\lambda}^{1}(\Omega)} . \tag{4.2}
\end{gather*}
$$

On the other hand,

$$
\begin{equation*}
\inf _{v_{n} \in V_{n}}\left\|u-v_{n}\right\|_{H_{\lambda}^{1}(\Omega)} \leq\left\|u-\Pi_{n}(u)\right\|_{H_{\lambda}^{1}(\Omega)} \tag{4.3}
\end{equation*}
$$

since $\Pi_{n}(u)$ is well defined because of the continuity of $u$ and it belongs to $V_{n}$ because of Lemma 3.2. By combining (4.2) and (4.3) it will follow that $u_{n} \rightarrow u$ in $H_{\lambda}^{1}(\Omega)$ once we have proved that $\left\|u-\Pi_{n}(u)\right\|_{H_{\lambda}^{1}(\Omega)} \rightarrow 0$ as $n \rightarrow \infty$.

Now

$$
\begin{align*}
\left\|u-\Pi_{n}(u)\right\|_{H_{\lambda}^{1}(\Omega)} & \leq c\left\{\left\|u-\Pi_{n}(u)\right\|_{L^{2}(\Omega)}+\left\|\nabla_{\lambda}\left(u-\Pi_{n}(u)\right)\right\|_{L^{2}(\Omega)}\right\} \\
& =c \sum_{K \in \mathcal{T}_{n}}\left\{\left\|u-\Pi_{n}(u)\right\|_{L^{2}(K)}+\left\|\nabla_{\lambda}\left(u-\Pi_{n}(u)\right)\right\|_{L^{2}(K)}\right\} . \tag{4.4}
\end{align*}
$$

We have:
Lemma 4.2. There exists a geometric constant $B_{3}>0$ such that, if we put $X_{1}=$ $\partial_{1}, X_{2}=\lambda \partial_{2}$, then, if $K \in \mathcal{T}_{n}$,

$$
\begin{align*}
& \left\|u-\Pi_{n}(u)\right\|_{L^{2}(K)}+\left\|\nabla_{\lambda}\left(u-\Pi_{n}(u)\right)\right\|_{L^{2}(K)} \\
& \quad \leq B_{3}\left\{\left\|X_{1}^{2} u\right\|_{L^{2}(K)}+\left\|X_{2}^{2} u\right\|_{L^{2}(K)}+\left\|X_{2} X_{1} u\right\|_{L^{2}(K)}\right\} n^{-1 /(1+\gamma)} \tag{4.5}
\end{align*}
$$

Note that $\operatorname{Int}(K)$ intersects neither $\Gamma$ nor the degeneration line $x=0$, so that $u \in \mathbf{C}_{l o c}^{2, \alpha}(\operatorname{Int} K)$, by classical Schauder estimates.
Proof. First, let us estimate

$$
\begin{equation*}
\int_{K}\left|\nabla_{\lambda}\left(u-\Pi_{n}(u)\right)\right|^{2} d x d y=\int_{K}\left|\nabla_{\lambda}\left(u-\sum_{i=1}^{3} u\left(Q_{i}\right) \varphi_{i}\right)\right|^{2} d x d y=I_{2} \tag{4.6}
\end{equation*}
$$

where $Q_{1}, Q_{2}, Q_{3}$ are the vertices of $K$.
Suppose for instance that $K$ has vertices $\left(\delta_{j}, \frac{k}{n}\right),\left(\delta_{j+1}, \frac{k}{n}\right),\left(\delta_{j}, \frac{k+1}{n}\right)$, and put

$$
\left\{\begin{array}{l}
x=\delta_{j}+\left(\delta_{j+1}-\delta_{j}\right) x^{\prime}  \tag{4.7}\\
y=\frac{k}{n}+\frac{1}{n} y^{\prime}
\end{array}\right.
$$

The above change of variables maps $K$ onto the base triangle of vertices $(0,0),(1,0)$, $(0,1)$, and its Jacobian determinant is $2|K|$, so that, if we denote by $\tilde{v}$ any function $v$ written in the new variables $x^{\prime}, y^{\prime}$, we get

$$
\begin{equation*}
\int_{K}\left|v-\Pi_{n}(v)\right|^{2} d x d y=2|K| \int_{\tilde{K}}\left|\tilde{v}-\sum_{i=1}^{3} \tilde{v}\left(\tilde{Q}_{i}\right) \tilde{\varphi}_{i}\right|^{2} d x^{\prime} d y^{\prime} \tag{4.8}
\end{equation*}
$$

Note now that

$$
\partial_{x^{\prime}} \tilde{v}=\left(\delta_{j+1}-\delta_{j}\right) \widetilde{\partial_{x} v}, \quad \partial_{y^{\prime}} \tilde{v}=\frac{1}{n} \widetilde{\partial_{y} v}
$$

Then

$$
\begin{align*}
\int_{K}\left|\partial_{x}\left(u-\sum_{i=1}^{3} u\left(Q_{i}\right) \varphi_{i}\right)\right|^{2} d x d y & =\left.2|K| \int_{\tilde{K}} \widetilde{\partial_{x}(\ldots)}\right|^{2} d x^{\prime} d y^{\prime} \\
& =\frac{2|K|}{\left(\delta_{j+1}-\delta_{j}\right)^{2}} \int_{\tilde{K}}\left|\partial_{x^{\prime}} \widetilde{(\ldots)}\right|^{2} d x^{\prime} d y^{\prime} \\
& \left.=\frac{1}{n\left(\delta_{j+1}-\delta_{j}\right)} \int_{\tilde{K}} \right\rvert\, \widetilde{\left.\partial_{x^{\prime}}(\ldots)\right|^{2}} d x^{\prime} d y^{\prime} \tag{4.9}
\end{align*}
$$

Analogously

$$
\begin{aligned}
\int_{K} \mid \lambda(x) \partial_{y} & \left.\left(u-\sum_{i=1}^{3} u\left(Q_{i}\right) \varphi_{i}\right)\right|^{2} d x d y \\
& =n\left(\delta_{j+1}-\delta_{j}\right) \int_{\tilde{K}} \lambda^{2}\left(\delta_{j}+\left(\delta_{j+1}-\delta_{j}\right) x^{\prime}\right)\left|\partial_{y^{\prime}}(\ldots)\right|^{2} d x^{\prime} d y^{\prime} \\
& \leq n\left(\delta_{j+1}-\delta_{j}\right) \cdot\left(\max _{\left[\delta_{j}, \delta_{j+1}\right]} \lambda\right)^{2} \int_{\tilde{K}}\left|\partial_{y^{\prime}} \widetilde{(\ldots)}\right|^{2} d x^{\prime} d y^{\prime} \\
& \left.\leq \frac{1}{c_{1}{ }^{2}} \frac{n}{\left(\delta_{j+1}-\delta_{j}\right)}\left(\int_{\delta_{j}}^{\delta_{j+1}} \lambda(t) d t\right)^{2} \int_{\tilde{K}} \right\rvert\, \widetilde{\partial_{y^{\prime}}(\ldots)} \widetilde{(\ldots)} d x^{\prime} d y^{\prime} \\
& =c \frac{1}{n\left(\delta_{j+1}-\delta_{j}\right)} \int_{\tilde{K}}\left|\partial_{y^{\prime}} \widetilde{(\ldots)}\right|^{2} d x^{\prime} d y^{\prime}, \quad \text { by }(3.1),
\end{aligned}
$$

so that

$$
\begin{equation*}
I_{2} \leq c \frac{1}{n\left(\delta_{j+1}-\delta_{j}\right)}\left|\tilde{u}-\sum_{i=1}^{3} \tilde{u}\left(\tilde{Q}_{i}\right) \tilde{\varphi}_{i}\right|_{H^{1}(\tilde{K})}^{2}, \tag{4.10}
\end{equation*}
$$

where $\tilde{Q}_{1}, \tilde{Q}_{2}, \tilde{Q}_{3}$ are vertices of $\tilde{K}$, and $|\cdot|_{H^{k}(\tilde{K})}$ denotes the seminorm given by the sum of the $L^{2}$-norms of the highest derivatives. We can now apply the following classical estimate:

$$
\begin{equation*}
\left|\tilde{u}-\sum_{i=1}^{3} \tilde{u}\left(\tilde{Q}_{i}\right) \tilde{\varphi}_{i}\right|_{H^{1}(\tilde{K})}^{2} \leq c|\tilde{u}|_{H^{2}(\tilde{K})}^{2} \tag{4.11}
\end{equation*}
$$

(see, for instance [QV], Theorem 3.4.1), and we get

$$
\begin{align*}
& I_{2} \leq c \frac{1}{n\left(\delta_{j+1}-\delta_{j}\right)}\left\{\left\|\partial_{x^{\prime}}^{2} \tilde{u}\right\|_{L^{2}(\tilde{K})}^{2}+\left\|\partial_{y^{\prime}}^{2} \tilde{u}\right\|_{L^{2}(\tilde{K})}^{2}+\left\|\partial_{y^{\prime}} \partial_{x^{\prime}} \tilde{u}\right\|_{L^{2}(\tilde{K})}^{2}\right\} \\
&=c\left\{\frac{\left(\delta_{j+1}-\delta_{j}\right)^{3}}{n}\left\|\widetilde{\partial_{x}^{2} u}\right\|_{L^{2}(\tilde{K})}^{2}\right. \\
&+\frac{1}{n^{5}\left(\delta_{j+1}-\delta_{j}\right)}\left\|\widetilde{\partial_{y}^{2} u}\right\|_{L^{2}(\tilde{K})}^{2}  \tag{4.12}\\
&\left.+\frac{\left(\delta_{j+1}-\delta_{j}\right)}{n^{3}}\left\|\widetilde{\partial_{y} \partial_{x} u}\right\|_{L^{2}(\tilde{K})}^{2}\right\} \\
&=c\left\{\left(\delta_{j+1}-\delta_{j}\right)^{2}\left\|\partial_{x}^{2} u\right\|_{L^{2}(K)}^{2}+\frac{1}{n^{4}}\left\|\partial_{y}^{2} u\right\|_{L^{2}(K)}^{2}+\frac{1}{n^{2}}\left\|\partial_{y} \partial_{x} u\right\|_{L^{2}(K)}^{2}\right\} \\
&=\left\{J_{1}+J_{2}+J_{3}\right\} .
\end{align*}
$$

First of all, we note that $J_{1}$ can be written as follows:

$$
J_{1}=\left(\delta_{j+1}-\delta_{j}\right)^{2}\left\|X_{1}^{2} u\right\|_{L^{2}(K)}^{2}
$$

the next step will consist of proving that

$$
\begin{equation*}
J_{2} \leq c\left(\delta_{j+1}-\delta_{j}\right)^{2}\left\|X_{2}^{2} u\right\|_{L^{2}(K)}^{2} \quad \text { and } \quad J_{3} \leq c\left(\delta_{j+1}-\delta_{j}\right)^{2}\left\|X_{2} X_{1} u\right\|_{L^{2}(K)}^{2} \tag{4.13}
\end{equation*}
$$

To this end, we observe that, if $x \in K$, then, by the monotonicity of $\lambda$,

$$
\lambda(x) \geq \lambda\left(\delta_{j}\right) \geq \frac{1}{\delta_{j}-\delta_{j-1}} \int_{\delta_{j-1}}^{\delta_{j}} \lambda(t) d t=\frac{1}{n\left(\delta_{j}-\delta_{j-1}\right)}
$$

so that (4.13) will follow by proving that

$$
\begin{equation*}
\delta_{j}-\delta_{j-1} \leq c\left(\delta_{j+1}-\delta_{j}\right) \tag{4.14}
\end{equation*}
$$

for all $j=0,1, \ldots, n-1$.
On the other hand, it is easy to see that

$$
d\left(\left(\delta_{j-1}, k / n\right),\left(\delta_{j}, k / n\right)\right) \leq \delta_{j}-\delta_{j-1},
$$

so that, by Proposition 2.2 (iv), we have

$$
\begin{aligned}
F\left(\left(\delta_{j}, k / n\right),\right. & \left.\delta_{j}-\delta_{j-1}\right) \leq c F\left(\left(\delta_{j-1}, k / n\right), \delta_{j}-\delta_{j-1}\right) \\
= & c \int_{\delta_{j-1}}^{\delta_{j}} \lambda(t) d t=\frac{c}{\alpha n}=c \int_{\delta_{j}}^{\delta_{j+1}} \lambda(t) d t \\
= & c F\left(\left(\delta_{j}, k / n\right), \delta_{j+1}-\delta_{j}\right) \leq F\left(\left(\delta_{j}, k / n\right), c^{\prime}\left(\delta_{j+1}-\delta_{j}\right)\right)
\end{aligned}
$$

by Proposition 2.2 (iii), and hence (4.14) follows by the monotonicity of the function $t \rightarrow F\left(\left(\delta_{j}, k / n\right), t\right)$.

Thus

$$
\begin{aligned}
I_{2} & \leq c\left(\delta_{j+1}-\delta_{j}\right)^{2}\left\{\left\|X_{1}^{2} u\right\|_{L^{2}(K)}^{2}+\left\|X_{2}^{2} u\right\|_{L^{2}(K)}^{2}+\left\|X_{2} X_{1} u\right\|_{L^{2}(K)}^{2}\right\} \\
& \leq n^{-2 /(1+\gamma)}\left\{\left\|X_{1}^{2} u\right\|_{L^{2}(K)}^{2}+\left\|X_{2}^{2} u\right\|_{L^{2}(K)}^{2}+\left\|X_{2} X_{1} u\right\|_{L^{2}(K)}^{2}\right\}
\end{aligned}
$$

by Theorem 3.1 (iv) and (v). Finally, the term

$$
I_{1}=\int_{K}\left|u-\Pi_{n}(u)\right|^{2} d x d y
$$

can be handled in the same way.
Combining (4.4) and (4.5), we complete the proof of Theorem 4.1.
Theorem 4.3. Let $\lambda$ be as in Theorem 4.1, and let the following interior a priori estimate hold: if $v \in H_{\lambda, \text { loc }}^{1}\left(\mathbb{R}^{2}\right)$ is such that $\mathcal{L}_{0} v=g \in L^{2}(\Omega)$, then for any $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$

$$
\sum_{i, j=1,2}\left\|X_{i} X_{j}(\psi v)\right\|_{L^{2}(\Omega)} \leq C_{\psi}\|g\|_{L^{2}(\Omega)}
$$

Then the following error estimate for the Galerkin approximations of the solution $u \in \stackrel{\circ}{H_{\lambda}^{1}}(\Omega)$ of $\mathcal{L}_{0} u=f \in L^{\infty}(\Omega)$ holds:

$$
\left\|u-u_{n}\right\|_{H_{\lambda}^{1}(\Omega)} \leq B n^{-1 /(1+\gamma)}\|f\|_{L^{2}(\Omega)}
$$

where $B$ is a geometric constant.
Proof. By Theorem 4.1 and the subsequent remark, we have only to prove that $X_{i} X_{j} u \in L^{2}(\Omega)$ for $i, j=1,2$. Consider the following covering $\left\{F_{j}\right\}$ for $\Omega$ : $\left.F_{1}=\right]-\infty,-1 / 4\left[\times \mathbb{R}, F_{2}=\right] 1 / 4,+\infty\left[\times \mathbb{R}, F_{3}=\right]-1 / 3,1 / 3[\times]-3 / 4,3 / 4\left[, F_{4}=e_{2}\right.$ $+]-1 / 3,1 / 3[\times]-1 / 3,1 / 3\left[, F_{5}=-e_{2}+\right]-1 / 3,1 / 3[\times]-1 / 3,1 / 3\left[\right.$, where $e_{2}=(0,1)$. Let moreover $\left\{\psi_{j}, j=1,2,3,4,5\right\}$ be a partition of unity subordinate to the covering $\left\{F_{j}\right\}$, with $\psi_{j} \in \mathbf{C}_{0}^{\infty}\left(\mathbb{R}^{2}\right), 0 \leq \psi_{j} \leq 1$, supp $\psi_{j} \subset F_{j}$. We have

$$
\sum_{i, j}\left\|X_{i} X_{j} u\right\|_{L^{2}(\Omega)} \leq \sum_{k} \sum_{i, j}\left\|X_{i} X_{j}\left(\psi_{k} u\right)\right\|_{L^{2}\left(F_{k}\right)}
$$

Consider now $k=1,2$ : these cases can be easily reduced to usual elliptic estimates. Indeed, in $F_{1}$ and $F_{2}$ the $H_{\lambda}^{2}$ norm is equivalent to the usual Sobolev norm, for $\lambda$ is bounded away from zero on these regions. On the other hand, for the same reason, the operator $\mathcal{L}_{0}$ is elliptic on $F_{1}$ and $F_{2}$, and then it satisfies standard $H^{2}$ a priori estimates by a well known regularity result on planar angular regions due to P. Grisvard ([G]). Thus, if we take into account that

$$
\mathcal{L}_{0}\left(\psi_{k} u\right)=\psi_{k} f-2\left\langle\nabla_{\lambda} \psi_{k}, \nabla_{\lambda} u\right\rangle-u \mathcal{L}_{0} \psi_{k}=g_{k},
$$

and that $\left\|g_{k}\right\|_{L^{2}(\Omega)} \leq c\|f\|_{L^{2}(\Omega)}$, we get for $k=1,2$

$$
\begin{aligned}
\sum_{i, j}\left\|X_{i} X_{j}\left(\psi_{k} u\right)\right\|_{L^{2}\left(F_{k}\right)} & \leq c\left\|\psi_{k} u\right\|_{H^{2}(\Omega)} \leq c\left\|\mathcal{L}_{0}\left(\psi_{k} u\right)\right\|_{L^{2}(\Omega)}+\left\|\psi_{k} u\right\|_{L^{2}(\Omega)} \\
& \leq c\|f\|_{L^{2}(\Omega)}
\end{aligned}
$$

Thus we can restrict ourselves to considering, for instance, the region $F_{4}$. We set $\left.F_{4}=Q, Q_{-}=e_{2}+\right]-1 / 3,1 / 3[\times]-1 / 3,0\left[\right.$ and $\left.Q_{+}=e_{2}+\right]-1 / 3,1 / 3[\times] 0,1 / 3[$. We can assume that $\psi_{4}=\psi$ satisfies $\psi \equiv 1$ on $B\left(e_{2}, 1 / 4\right)$.

As above, $u \psi \in \stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$ and $\mathcal{L}_{0}(u \psi)=g \in L^{2}(\Omega)$, with $\|g\|_{L^{2}(\Omega)} \leq c\|f\|_{L^{2}(\Omega)}$. We now define

$$
G_{1}(x, y)=\left\{\begin{array}{lll}
g & \text { in } & Q_{-} \\
0 & \text { in } & Q_{+}
\end{array}\right.
$$

and we denote by $v_{1} \in \stackrel{\circ}{H}_{\lambda}^{1}(Q)$ the solution of the problem

$$
\left(P_{1}\right)\left\{\begin{array}{l}
\mathcal{L}_{0} v_{1}=G_{1} \quad \text { in } \quad Q \\
v_{1}=0 \quad \text { on } \quad \partial Q
\end{array}\right.
$$

Let $G_{2}(x, y)=G_{1}(x, 2-y)$ and let $v_{2} \in \stackrel{\circ}{H}_{\lambda}^{1}(Q)$ be the solution of the problem

$$
\left(P_{2}\right)\left\{\begin{array}{l}
\mathcal{L}_{0} v_{2}=G_{2} \quad \text { in } \quad Q \\
v_{2}=0 \quad \text { on } \quad \partial Q
\end{array}\right.
$$

We have:
(1) $v_{1}, v_{2} \in C^{0, \alpha}(\bar{Q})$;
(2) $v_{2}(x, y)=v_{1}(x, 2-y)$.

The first property holds as above, arguing as in [FS], whereas the second property follows from the uniqueness of the solution of $\left(P_{2}\right)$, if we prove that $v_{1}(x, 2-y)$ solves $\left(P_{2}\right)$. To this end, let $\varphi \in C_{0}^{\infty}(Q)$; then

$$
\begin{aligned}
& \int_{Q}\left[\left(v_{1}\right)_{x}(x, 2-y) \varphi_{x}(x, y)-\lambda^{2}(x)\left(v_{1}\right)_{2-y}(x, 2-y) \varphi_{y}(x, y)\right] d x d y \\
&=\int_{Q}\left[\left(v_{1}\right)_{x}(x, \eta) \varphi_{x}(x, 2-\eta)-\lambda^{2}(x)\left(v_{1}\right)_{\eta}(x, \eta) \varphi_{2-\eta}(x, 2-\eta)\right] d x d \eta \\
&=\int_{Q}\left[\left(v_{1}\right)_{x}(x, \eta) \psi_{x}(x, \eta)+\lambda^{2}(x)\left(v_{1}\right)_{\eta}(x, \eta) \psi_{\eta}(x, \eta)\right] d x d \eta \\
&(\text { where } \psi(x, \eta)=\varphi(x, 2-\eta)) \\
&=\int_{Q} G_{1}(x, \eta) \psi(x, \eta) d x d \eta=\int_{Q} G_{1}(x, \eta) \varphi(x, 2-\eta) d x d \eta \\
&=\int_{Q} G_{1}(x, 2-y) \varphi(x, y) d x d y \\
&=\int_{Q} G_{2}(x, y) \varphi(x, y) d x d y
\end{aligned}
$$

Now we put $v=\left.\left(v_{1}-v_{2}\right)\right|_{\bar{Q}_{-}}$, so that $v(x, y)=\left.\left(v_{1}(x, y)-v_{1}(x, 2-y)\right)\right|_{\bar{Q}_{-}}, v \in$ $C^{0, \alpha}\left(\bar{Q}_{-}\right)$and $v \equiv 0$ on $\partial Q_{-}$. Moreover, $v \in H_{\lambda}^{1}\left(Q_{-}\right)$. We assume we have proved that $v \in \stackrel{\circ}{H}{ }_{\lambda}^{1}\left(Q_{-}\right)$, and we verify that $\mathcal{L}_{0} v=g$ in $Q_{-}$. Let $\varphi \in C_{0}^{\infty}\left(Q_{-}\right)$; then

$$
\begin{aligned}
\int_{Q_{-}} & \left(v_{x} \varphi_{x}+\lambda^{2} v_{y} \varphi_{y}\right) d x d y \\
& =\int_{Q_{-}}\left[\left(v_{1}\right)_{x} \varphi_{x}+\lambda^{2}\left(v_{1}\right)_{y} \varphi_{y}\right] d x d y-\int_{Q_{-}}\left[\left(v_{2}\right)_{x} \varphi_{x}+\lambda^{2}\left(v_{2}\right)_{y} \varphi_{y}\right] d x d y \\
& =\int_{Q_{-}}\left(G_{1}-G_{2}\right) \varphi d x d y=\int_{Q_{-}} g \varphi d x d y
\end{aligned}
$$

since $G_{1} \equiv g$ in $Q_{-}$and $G_{2} \equiv 0$ in $Q_{-}$. Hence by uniqueness $v=u \psi$.

We prove now that if $v \in H_{\lambda}^{1}\left(Q_{-}\right) \cap C^{0, \alpha}\left(\bar{Q}_{-}\right)$and $v \equiv 0$ on $\partial Q_{-}$, then $v \in \stackrel{\circ}{H}_{\lambda}^{1}\left(Q_{-}\right)$. To this end we consider the covering for $Q_{-}$given by $E_{1}=Q_{-} \cap$ (]$-\infty,-1 / 4[\times \mathbb{R}), E_{2}=Q_{-} \cap(] 1 / 4,+\infty[\times \mathbb{R}), E_{3}=Q_{-} \cap(\mathbb{R} \times] 1-2 \delta,+\infty[), E_{4}=$ $Q_{-} \cap(\mathbb{R} \times] 1-\delta,-\infty[)$, and let $\left\{\varphi_{i}, i=1,2,3,4,\right\}$ be a partition of unity subordinate to this covering. It will be enough to prove that $v \varphi_{i} \in \stackrel{\circ}{H_{\lambda}^{1}}\left(Q_{-}\right)$for $i=1,2,3,4$. This is clear for $v \varphi_{1}$ and $v \varphi_{2}$, since $v \varphi_{1}, v \varphi_{2} \in H^{1}\left(Q_{-}\right)$and so $v \in \stackrel{\circ}{H^{1}}\left(Q_{-}\right) \subseteq \stackrel{\circ}{H_{\lambda}^{1}}\left(Q_{-}\right)$by the usual results on Sobolev spaces. We now prove that $v \varphi_{3}=\tilde{v} \in \stackrel{\circ}{H_{\lambda}^{1}}\left(Q_{-}\right) ; v \varphi_{4}$ can be treated analogously. To prove that $\tilde{v} \in \stackrel{\circ}{H}_{\lambda}^{1}\left(Q_{-}\right)$ we will prove that $\tilde{v}$ can be approximated by functions $\tilde{v}_{n} \in H_{\lambda}^{1}\left(Q_{-}\right)$such that supp $\tilde{v}_{n} \subset Q_{-}$. Indeed, since the usual convolutions with Friedrich's mollifiers do converge in $H_{\lambda}^{1}\left(Q_{-}\right)([\mathrm{FSSC}],[\mathrm{GN}])$, each $\tilde{v}_{n}$ can be approximated in $H_{\lambda}^{1}\left(Q_{-}\right)$by functions in $C_{0}^{\infty}\left(Q_{-}\right)$, and hence the statement follows.

Let $\psi_{n}:[0,+\infty) \rightarrow[0:+\infty)$ be a smooth function such that $\psi_{n} \equiv 1$ on $[0,1-1 / n], \psi_{n} \equiv 0$ on $[1-1 / 2 n,+\infty), 0 \leq \psi_{n} \leq 1,\left|\psi_{n}^{\prime}\right| \leq 3 n$ : we set $\tilde{v}_{n}=\psi_{n} \tilde{v}$. It follows that supp $\tilde{v}_{n} \subset Q_{-}$and $\left\|\tilde{v}_{n}-\tilde{v}\right\|_{L^{2}\left(Q_{-}\right)}=\left\|\tilde{v}\left(\psi_{n}-1\right)\right\|_{L^{2}\left(Q_{-}\right)}$. Now $\tilde{v}\left(\psi_{n}-1\right) \rightarrow 0$ a.e. and $\left|\tilde{v}\left(\psi_{n}-1\right)\right| \leq|\tilde{v}|$, and hence the norm tends to zero. Therefore $\tilde{v}_{n} \rightarrow \tilde{v}$ in $L^{2}\left(Q_{-}\right)$. Analogously $\partial_{x} \tilde{v}_{n} \rightarrow \partial_{x} \tilde{v}$ in $L^{2}\left(Q_{-}\right)$. Assume we have proved that $\left\|\lambda \partial_{y} \tilde{v}_{n}\right\|_{L^{2}\left(Q_{-}\right)} \leq C$. It follows from the reflexivity of $H_{\lambda}^{1}\left(Q_{-}\right)$ that $\left(\tilde{v}_{n}\right)_{n \in \mathbb{N}}$ converges weakly in $H_{\lambda}^{1}\left(Q_{-}\right)$, and then $\tilde{v}_{n} \rightarrow \tilde{v}$ weakly in $H_{\lambda}^{1}\left(Q_{-}\right)$ since $\tilde{v} \in H_{\lambda}^{1}\left(Q_{-}\right)$and $\tilde{v}_{n} \rightarrow \tilde{v}$ in $L^{2}\left(Q_{-}\right)$. Hence, by Mazur's theorem, $\tilde{v}$ is the limit in $H_{\lambda}^{1}\left(Q_{-}\right)$of a sequence of finite convex combinations of $\left\{\tilde{v}_{k}, k \in \mathbb{N}\right\}$ which are still functions supported in $Q_{-}$, and we are done.

Let us prove now that $\left\|\lambda \partial_{y} \tilde{v}_{n}\right\|_{L^{2}\left(Q_{-}\right)}$is bounded. We notice that

$$
\frac{\partial \tilde{v}}{\partial y} \in L^{2}\left(Q_{-} \cap\{|x| \geq \varepsilon\}\right)
$$

for every $\varepsilon>0$, and hence the function $y \rightarrow \frac{\partial \tilde{v}}{\partial y}(x, y)$ is in $L_{l o c}^{1}$ for almost every $x$. Therefore, using the property $\tilde{v}(x, 1) \equiv 0$, we have

$$
|\tilde{v}(x, y)| \leq \int_{y}^{1}\left|\frac{\partial \tilde{v}}{\partial y}(x, t)\right| d t \leq \sqrt{1-y}\left(\int_{y}^{1}\left|\frac{\partial \tilde{v}}{\partial y}\right|^{2} d t\right)^{1 / 2}
$$

for $(x, y) \in Q_{-}$. We then have

$$
\left\|\lambda \partial_{y} \tilde{v}_{n}\right\|_{L^{2}\left(Q_{-}\right)} \leq\left\|\lambda \psi_{n}\left(\partial_{y} \tilde{v}\right)\right\|_{L^{2}\left(Q_{-}\right)}+\left\|\lambda \tilde{v}\left(\partial_{y} \psi_{n}\right)\right\|_{L^{2}\left(Q_{-}\right)} .
$$

The first term tends to $\left\|\lambda \partial_{y} \tilde{v}\right\|_{L^{2}\left(Q_{-}\right)}$as $n \rightarrow \infty$, as above. Concerning the second one, we have

$$
\begin{aligned}
\left\|\lambda \tilde{v}\left(\partial_{y} \psi_{n}\right)\right\|_{L^{2}\left(Q_{-}\right)}^{2} & \leq 9 n^{2} \int_{-1 / 3}^{1 / 3} d x \lambda^{2}(x) \int_{1-1 / n}^{1} d y \tilde{v}^{2}(x, y) \\
& \leq 9 n^{2} \int_{-1 / 3}^{1 / 3} d x \lambda^{2}(x) \int_{1-1 / n}^{1} d y(1-y) \int_{2 / 3}^{1}\left|\frac{\partial \tilde{v}}{\partial y}(x, t)\right|^{2} d t \\
& =9 n^{2} \int_{Q_{-}} d x d t\left|\lambda \frac{\partial \tilde{v}}{\partial y}(x, t)\right|^{2} \int_{1-1 / n}^{1} d y(1-y) \\
& =\frac{9}{2}\left\|\lambda \frac{\partial \tilde{v}}{\partial y}\right\|_{L^{2}\left(Q_{-}\right)}^{2}
\end{aligned}
$$

and the statement is proved.

Now results on interior regularity for problems $\left(P_{1}\right)$ and $\left(P_{2}\right)$ guarantee that $X_{1}^{2} v_{i}, X_{1} X_{2} v_{i}, X_{2} X_{1} v_{i}, X_{2}^{2} v_{i} \in L^{2}\left(B\left(e_{2}, 1 / 4\right)\right)$, and hence it follows that $X_{1}^{2} u$, $X_{1} X_{2} u, X_{2} X_{1} u, X_{2}^{2} u \in L^{2}(\Omega)$.

Corollary 4.4. Let $\lambda$ be such that $\lambda=|\mu|$, where $\mu$ is a smooth function such that

$$
\mu(0)=\mu^{\prime}(0)=\cdots=\mu^{(m-1)}(0)=0
$$

and $\mu^{(m)}(0) \neq 0$ for some $m \geq 1$. Then the conclusion of Theorem 4.3 holds.
Proof. The two vector fields $Y_{1}=\partial_{1}, Y_{2}=\mu \partial_{2}$ satisfy Hörmander's rank condition since the rank of the Lie algebra generated by $Y_{1}$ and $Y_{2}$ equals 2 at each point of $\mathbb{R}^{2}$. Thus the interior a priori estimate of Theorem 4.3 follows from Theorem 16 (d) in [RS]. Thus we have only to show that Hypothesis (H) is satisfied, since the remaining assumptions of Theorem 4.1 follow straightforwardly. On the other hand, Hypothesis (H) follows by Proposition 5 in [FW], where it is shown in particular that, because of the Hörmander condition, the function $\mu$ belongs to $R H_{\infty}$, i.e. its average on any interval is equivalent to its $L^{1}$ norm on the same interval, and so we are done.

## 5. Algorithm and numerical results

In this section we will describe some numerical tests of our previous results; as we pointed out in the Introduction, the number $\gamma+2$ plays the role of a dimension, which can be very large if the operator is strongly degenerate. Because of this, to test the trend of our estimates we have to work with a mesh containing a large number of points, and, for this reason, we have to choose our implementation rather carefully. The algorithm we used to perform our numerical integrations is MGGHAT, a unified multilevel adaptive refinement method, in which a unified approach to the combined processes of adaptive refinement and multigrid solution has been very conveniently implemented. A detailed technical description of the method can be found in [M1], [M2].

In our case the refinement cannot be obviously performed by bisecting pairs of triangles, since we want to reproduce the geometry associated with the differential operator considered. The hierarchical basis scheme can nevertheless be applied, since also for the geometries considered in this paper it is possible to implement divisions (which reproduce the geometry required) of a pair of triangles, corresponding to the addition of a new basis function having support for the pair of triangles divided, and leaving the existing basis functions unchanged; in fact we modified the part of the program producing the mesh generation, according to our geometry.

Indeed, from (3.2) it can be seen that at each level of refinement all the old nodes are maintained, and some new ones are added. This is exactly the principle on which the hierarchical basis approach is based. The hierarchical basis coincides with the usual nodal basis at the first level of refinement. As refinement proceeds, with each division one or more new nodes are added, and for each node a new basis function is defined so that it has the value 1 at the new node and 0 at all other nodes, but the existing basis functions remain unchanged. The choice of hierarchical basis leads to a representation of $\Pi_{n}(u)$ which differs from (3.8), and then to a different stiffness matrix: the algorithmical gain is described in [BDY] and [M2].

As an example, we choose

$$
\lambda=\sqrt{\beta} m|x|^{m-1} \text { for } \beta>0 \text { and } m>1,
$$

so that it is easy to check that (2.2) holds with $\gamma=m-1$. Put

$$
R=\beta|x|^{2 m}+y^{2} \quad \text { and } \quad u=R^{1 / m}
$$

and, finally,

$$
v=\left(1-x^{2}\right)\left(1-y^{2}\right) u
$$

A direct calculation shows that $v \in \stackrel{\circ}{H_{\lambda}^{1}}(\Omega)$, and that $f=\mathcal{L}_{0} v \in L^{\infty}(\Omega)$; on the other hand, if $m>2.5$, then $v$ does not belong to the usual Sobolev space $\stackrel{\circ}{H}^{1}(\Omega)$. This fact is not surprising, since the function $u$ is equivalent to the square of the distance $d$ of the point ( $x, y$ ) from the origin (see [FL]), so that it reflects in a rather subtle way the properties of the model operator $\mathcal{L}_{0}$ and it is strictly connected with the Sobolev space $\stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$.

We can now evaluate the discretization error in the energy norm

$$
\left\|\partial_{x}\left(v-v_{n}\right)\right\|_{L^{2}(\Omega)}+\left\|\lambda \partial_{y}\left(v-v_{n}\right)\right\|_{L^{2}(\Omega)}
$$

which not only is the norm naturally associated with the operator, but it also is the only 'reasonable' norm, since in general the $H^{1}$-norm of $v$ is infinite. By Theorem 2.4, the energy norm is equivalent to the norm in $\stackrel{\circ}{H}_{\lambda}^{1}(\Omega)$.

In the following pictures we plotted these errors in a $\log -\log$ scale as a function of $N$, the number of the nodes of our triangulation, which we recall is proportional to $n^{2}$ (we call the triangulation corresponding to the geometry naturally associated to the operator the natural triangulation, see Figure 3), and we compared it with the errors we obtain (for the same number of nodes) by using an adaptive version of our triangulation, a uniform triangulation and an adaptive uniform triangulation. The graphs in Figure 1 correspond to $\beta=128$ and $m=4(\gamma=3)$ and $m=6$ ( $\gamma=5$ ), respectively. The choice of a large $\beta$ has been suggested by the need of amplifying the behaviors we are interested in studying.

Finally, we evaluated the trend of the error estimate, reported in Table 1, by comparing it with the theoretical estimate (always in the same logarithmic scale) in the cases $m=2(\gamma=1)$ and $m=3(\gamma=2)$. The expected trend for the errors is of the form $N^{b}$, where by our error estimate $b=-0.25$ for $\gamma=1$ and $b=-0.1 \overline{6}$ for $\gamma=2$. The results obtained from the linear fitting of the.data, i.e. $b=-0.242 \pm 0.008$ for $\gamma=1$ and $b=-0.17 \pm 0.01$ for $\gamma=2$, shown in Figure 2, are a clear indication of the optimality of the error estimate.


Figure 1. Plot of the discretization error in energy norm, as a function of the number of nodes $N$, obtained with four different triangulation types: natural (i.e. obtained using the geometry naturally associated to the operator), uniform (i.e. obtained using Euclidean geometry), adaptive uniform (i.e. obtained by an adaptive refinement method in the Euclidean geometry) and adaptive natural (i.e. obtained by an adaptive refinement method in the geometry naturally associated to the operator); for $\gamma=3(m=4)$ (Figure 1a, top) and $\gamma=5$ ( $m=6$ ) (Figure 1b, bottom).


Figure 2. Fitting of the discretization error in $H_{\lambda}^{1}$ norm for $\gamma=1(m=2)$ (Figure 2a, top) and $\gamma=2(m=3)$ (Figure 2 b , bottom). The smaller nodes have been discarded to consider only the asymptotic regime. The line superimposed on the data is the result of numerical fit. The data have been fitted with the linear function $f(N)=a \times N^{b}$, where $N$ is the number of nodes used in the triangulation. We obtained the values $b=-0.242 \pm 0.008$ for $\gamma=1$, corresponding to the theoretical prediction $b=-0.25$, and $b=-0.17 \pm 0.01$ for $\gamma=2$, corresponding to the theoretical prediction $b=-0.1 \overline{6}$. The set of data used are also reported in Table 1.

Table 1

| $N$ | $\gamma=1$ | $\gamma=2$ |
| :---: | :---: | :---: |
| 545 | 0.1483 |  |
| 1089 | 0.1279 |  |
| 2113 | 0.1039 | 0.1265 |
| 4225 | 0.0895 | 0.1080 |
| 8321 | 0.0763 | 0.0978 |
| 16641 | 0.0674 | 0.0877 |



Figure 3. Example of a triangulation with 128 triangles obtained with the geometry naturally associate to the operator, with $\gamma=$ $1(m=2)$.
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